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ANALYTIC STUDIES OF SURVEY DATA 

By: H. O. Hartley, Iowa State University 

I. The probkm of group comparisons in sample surveys 

One of the main objectives of a sample survey is the com- 
putation of estimates of (say) means and totals of a number 
of characteristics attached to the units of a population. More 
often than not, however, the data are also used for what is 
known as an 'analytic study' or a 'critical analysis' of a survey. 
Such an analysis usually involves the comparison of means and 
totals of certain subgroups of the population. To fix the idea, 
a farm -economic survey in the State of Iowa may have been 
primarily planned to obtain estimates of totals of numerous 
farm -economic items such as annual hog sales or annual bushels 
of corn sealed for the total population of farms in Iowa. In 
a subsequent analytic study one may then be concerned with 
the comparison of some of these items for certain subgroups 
of farms such as 'owner operators' and 'tenant operators'. Such 
subgroups of the total population have been termed 'domains 
of study' by the U. N. Subcommission on Sampling and this 
term is also used by Yates (1949, 1953) who provides certain 
formulas for the estimation of their means and variances in 
the more elementary survey designs. 

Although such domains are usually fairly well defined, it 
will often not be known until after sampling which of the do- 
mains any particular unit belongs to. Thus the domains with 
which an analytic study is concerned are normally not represent- 
ed in the sample in prescribed fixed sample proportions and the 
number of sampled units in each domain will itself be a random 
variable. This is perhaps the most characteristic difference bet- 
ween 'domains' in analytic studies and 'treatment groups' of 
experiments : but there are others, and the main departures 
from standard analysis of variance conditions may be summariz- 
ed under three headings : 

The number of units in the domains (subgroups) are 
random variables. 

2. The population from which the samples are drawn 
is finite. 

3. Sampling is often not simple random but stratified 
and/or multistage resulting in correlations of the char- 
acteristics of units in the same domain as well as 
of units in different domains. 

To illustrate these points and, at the same time, introduce 
notation required later we give below three examples of simple 
survey designs. 

Example I. Simple random sample. 

Yates (1949, p. 152) gives data for a simple random sample 
of /20 Hertfordshire farms. The n = 125 sampled farms were, 
after selection, classified into 7 districts and the number of farms 
and their total acreages (of crops and grass) are shown in Table 
below. 

TABLE I 

Numbers and total acreages for 125 Hertfordshire farms classified 
in 7 districts after selection 

District Number 
Total 

(mean) 
3 4 5 6 7 

No. of farms in sample . 15 8 40 24 4 24 10 125 

Total acreage. 1,935 1.385 4.851 4,034 335 2.027 547 15.114 

Mean acreage. 129.0 173.1 121.3 168.1 83. 84.5 54.7 120.9 

Yates (1949) stresses that these data arc for illustration only, see 
his explanations pg. 30 -31. 

The notation for the entries in Table are shown in Table ta 
below. 

TABLE la 

General notation for random sample of n units classified in k do- 
mains a /ter sampling 

Domain No. 
Total 

(mean) 
I k 

No. of units in sample . 

Total of character . . . 

Mean of character .. . 

ay . . . ,y. . 

iY =1Y 

aM 

Y 

Y 

If we visualize the whole population as subdivided into the 
domains we reach the notation set out in Table Ib. 

TABLE Ib 
General notation for population values of domains from which a 

random sample was drawn 

Domain No. 
Total 

No. of units in pop. domain 

Total of characteristic .. 
Mean of characteristic .. 

1N 

1Y 

N.. . . 

5Y.. 

sY.. . . 

. . . . 

. 

,j. . . . 

5Y 

N 

Y 

V Y/N 

The main purpose of an analytic study would now consist 
in estimating the domain means and totals ,Y and ,Y from the 
sample and to provide errors for such estimates. In the present 
simplest case of a random sample it is easy to guess (as will, 
in fact, be established later) that the domain population means 

may be estimated by the corresponding sample means . 

However, the computation of the errors of means of the 'single 
classification' given in Tables and za by standard analysis 
of variance technique would take no account of either the sam- 
pling procedure by which the data were collected or of the actual 
population for which estimates are required and would, in fact, 
introduce the assumption of an artificial model not necessarily 
relevant to the data. That faulty inferences* can be drawn 
from the application of standard analysis of variance procedures 
is obvious if we consider the special case when sampling is 
too %, i.e. n = N and when the ,y are in fact estimated 
without error. 

Example 2. Simple stratified sampling (Yates, 1949, p. 154). 
Only the first two entries in each cell, the number of units 

and the totals are shown in the example Table ; the. 
means ,y,, are not entered. 

If we visualize the whole population of units (farms) as 
likewise classified by strata and domains the population numbers 
and totals corresponding to those in the sample of Table za 
would be denoted by capital letters, i.e. 

,Ye /,N1,; k= /Ns; 

,N, = iYliN, N, Y, Y = Y/N ; 

This simple example shows the occurrence of correlation 
(say) between units in the same domain : Of the ,n units giv- 

Nute also discussion in Section 8. 



TABLE 2 

Numbers of farms and total wheat acreages for a sample of n = 135 

Hertfordshire farms stratified by 'size-group' and classified by District 
after selection 

group 

stratum 

(acres) 

District Number 

Total 

3 4 5 6 7 

6 -so 519 
0 0 

o 0 0 0 

0 

0 

3 

0 

21 50 357 
1 

10 

2 
o 

0 

o 

1 

0 

0 
0 

6 
27 

51-150 519 
36 

3 

40 

5 

40 

5 

65 

2 

0 

5 

19 

3 

14 

26 

214 

150 -300 400 
4 

63 

5 

213 

10 

270 

8 

305 

5 

112 

6 

140 

2 

60 

40 

1163 

301 215 
4 

320 

10 

1074 

11 

659 

12 

989 

3 

234 

2 

0 

1 

16 

43 

3292 

51 
114 

4 2 

315 

9 
1937 

0 

0 

1 

72 

0 

0 

17 

2925 

Number 13 30 36 10 16 6 135 

Total Wheat acreage 533 1824 1284 3313 346 231 90 7621 

TABLE 2a 

General notation for sample of n units stratified in L strata and 
classified in k domains after selection 

Stratum 
number 

Number 
Total Total 

(mean) 

. 

L 

Na mite 

Total. . 

No. of units 

Total. . 

Mean. 

No. of . 

Total. . 

Yi 

71 

*L 

YL 

Total 

(Mean) 

No. of units . 

Total. 

Mean. IT' 

AY 

ing rise to the domain mean 'a cluster' of will be found 
in stratum h and will usually be positively correlated. The 
correlation is similar to that found in a two -way table of an 
analysis of variance with unequal cell frequencies but, of course, 
cannot here be assumed to have been caused by an additive 
model. 

Example 3. Two stage sample, primaries drawn with replacement 
and probabilities proportional to size (p. p. s.) and 
secondaries drawn without replacement and with 
equal probability. 

Table 3 below gives data from a 'consumer preference sur- 
vey' carried out by the Statistical Laboratory of Iowa State 
College in the City of Des Moines. The survey was arranged 
as a stratified two-stage design with 5o city blocks as strata 
from each of which were sampled 2 'segments' (primaries) each 

147 

containing an expected number of 5 households (secondaries). 
After completion of the survey the data in each stratum were 
classified by segment number V= , t = 2 and in 6 different 
Income Groups j = , 2 6 Actually Table 3 gives the 
totals for 5 strata -groups combined by pooling the answers for 
all segments and all segments 2 for the io strata in each 
group. The table shows for each stratum group : 

(a) the number of households in each classification cell 
, top line) 

(b) the total number of persons in households in the 
income group and in segments t = and segments 

t = 2 respectively 

(c) the average number of persons per household 
for each cell of the two-way classification. 

Table 3a shows the notation in the general case of a stratum 
from which n primaries (t = 2, ... , n) were drawn with the 
sample results subdivided into k domains (j = , k) . The 
stratum subscript h has been omitted from all symbols. 

TABLE 3 

Number of households (a), number of persons (b) and number of 
persons household (c) for 467 households sampled from the 
City of Des Moines and arranged in 5 'strata groups', 6 'income 

groups' and 2 segments 

S 
meat 

Income group 

taon 

week 

s 

week 
$50-$75 

per week 
$75 -$500 
per week 

5 

$025 Per 

week 

6 
Mors 

per week 

Total 

a - 7 S 13 14 8 47 

1 b - 21 14 42 SS 25 157 

e - 3.00 2.80 3.23 3.93 3.12 3.34 

1 

2 8 6 12 5 13 46 

2 b 2 23 16 45 21 50 157 

o 1.00 2.88 2.67 3.75 4.20 3.85 3.41 

a 2 9 13 9 10 13 56 

2 20 42 26 37 43 170 

o 1.00 2.22 3.23 2.89 3.70 3.31 3.04 

2 

a 2 9 9 13 7 10 50 

2 b 2 14 20 48 30 34 148 

o 1.00 1.56 2.22 3.69 4.28 3.40 2.96 

a 11 8 9 -- 4 47 

1 b 21 24 50 31 - 10 136 

o 1.91 3.00 3.33 3.44 - 2.50 2.89 

3 

a I 8 11 7 5 3 35 

2 b 1 17 26 19 17 116 

o 1.00 2.12 3.27 3.71 3.80 5.67 3.31 

4 S 15 5 1 12 42 

b 8 12 47 13 3 36 119 

o 2.00 2.40 3.13 2.60 3.00 3.00 2.83 

4 

3 2 20 9 2 9 44 

2 b 6 1 26 3 28 115 

o 2.00 2.00 2.50 2.89 3.11 2.61 

8 10 10 9 9 12 58 

1 b 15 26 37 32 27 45 182 

1.88 2.60 3.70 3.56 3.00 3.75 3.14 

s 

a - 7 14 8 8 S 42 

2 b - IS 50 34 27 9 135 

o - 2.14 3.57 4.25 3.38 1.80 3.21 

If we visualize the whole population of units as likewise 
classified by primaries and domains the population numbers 
and totals corresponding to those in the sample of Table 3a 
would be denoted by capital letters, i.e. by 

N ; ; Mt Ys/Mt ; 

M, Y/M; 
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TABLE 3a 

General notation for two stage sample of n primaries t = r , 2 , n 
containing respectively m, sampled secondaries which are classified 

into k domains after sampling 

Number 

Domain No. 
Total 

I- i 

f 

n 

No. of units . 

Total. 

Mean 

No. of units 

Total. 

Mean. 

No. of units . 

Total. 

Mean. 

.7, 

171 

,me 

Lyn 

Pro 

km, 

kan 

m, 

71 

Yt 

Yt 

me 

Total No. of units . 

Total. 

Mean. 

1m 

1Y 

im km m 

Y 

Y 

The primary index t = , 2 , N now runs through the 
complete population of primary units. If the population consists 
of L strata the stratum index h= , 2 , L will precede the 
primary index t in all symbols. 

2. Estimation of domain totals, variance formulas and variance 
estimation 

We begin with the estimation of domain totals leaving 
that for domain means for the next section. It is clear that 
any theory of estimating domain totals or means will have to 
cover, as a special case, the situation when the `domain' consists 
of the total population, and this is, of course, the well known 
theme dealt with in the literature on sample survey methodology. 
As is well known, this generally accepted theory of estimation 
is essentially distribution free, does not accept any particular 
models, is in fact based on the first two moments only and 
can be roughly described as `unbiased estimation with optimum 
variance properties'. 

In the following we shall accept this theory of estimation 
also for the more general problem of estimating domain totals 
and means. 

We recall here certain basic formulas for the estimation 
of population totals which may be found in most text books 
on the subject : Appropriate to any particular design there are 
three basic formulas pertinent to the estimation of the popula- 
tion total. They are in general notation : 

(a) The estimate of the population total Y : - 
A A 
Y = Y (34) 

(b) The population variance formula for : 

Var (Y) = V (yi) [2]* 

The arguments denote the characteristics attached to the 
units ; in stratified sampling they would of course show a subscript 

, in multistage sampling a triple subscript cte. 

Y(c) The estimated variance of Y : - 
var (Y) = (yt) [3]* 

A 
The multi -variable functions Y (y;) V (y;) and v (y;) will dep- 

end on the particular design which has given rise to the sample 
of y.*. 

For example in stratified sampling (Example 2) we would 
have 

A A 
E NA 

Var (Y) V (I - nk/Nk) 1 

[4] 

[5] 

var (Y) = (1 - nk/Nh) [6] 

where (Nk - E - [7] 

= I) (yki 

and these formulas for L = (one stratum) would yield as 
a special case the corresponding formulas for simple sampling 
(Example I). The appropriate formulas for the two stage de- 
sign of Example 3 (primaries p.p.s. equal take ni of secondaries) 

[8] 

A A 

Var 
A . 

( ) V nt/Mr) 
11 

Ms - 
+ (Yt 

var ( Y) ' (y") - 

[9] 

[so] 

where = (N, - E - [I2] 

= (ne - [13] 

A 
In general Y and v (Y) will depend on the sampled only, 

and these are the formulas used in practical evaluation of the 
estimate and its variance, whilst V (y;) depends on the entire 
population of values and is used for the theoretical evalua- 
tion of the merits of the estimator. The three formulas are ap- 
plicable to any set of characteristics yi attached to the popula- 
tion units. This enables us to use these same formulas for the 
estimation of domain totals and their variances : - To this end 
we introduce the following characteristics which we shall 
attach to all units in the population. 

if the ith unit belongs to jth group (domain) 
= [14] 

o otherwise 

Now the group total ,Y of our group is seen to be the po- 
pulation total of the ,y; and standard sample survey theory, 
therefore, provides the following estimators : 

(a) The estimate of the domain total Y : - 
A A 

i Y = Y [15] 

(b) The population variance formula for 

= V [ió] 



(c) The estimated variance of : - 
iv = 

together with the assurance of unbiasedness 

=;Y 

E (iV) = 

[17] 

[i8] 

[19] 

The meaning of formulas [15] to [17] is simply that the 
standard formulas for estimation [4] to [13] be applied to the 
characteristics [14]. The spelling out ' of these formulas often 
results in simplifications : In Example 2 (stratified sampling) we 
find that formulas [15] to [17] can be written as 

(a) The estimate of the domain total: 

= E NA /n, [2o] 

(b) The population variance formula for 

NA (NA - nh) 2 

(Nh - i) - /NA 

(c) The estimated variance of 

N" - - - ( 
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A 
In the preceding section we gave estimators ;Y of the po- 

pulation total ;Y of the j'" domain. We now turn to the esti- 
mation of the domain means iY (given by /;N in the nota- 
tion of Example (r and 2 and Table b, and by in the 
notation of Example 3). Even if the number of units in the 

domain ;N (or ;M) were known it would usually be unwise to 
A A 

use ;Y /;N (or in two -stage sampling ;Y/1M) as an estimator 
of ;, since it is well known from experience with such estima- 
tors of population means that their variances are large. In any 
case ,N or will often be unknown (as are, for example, the 
number of tenant -operators in Iowa) and in these circumstances 
we are forced to estimate both the unknown numerator and 
unknown denominator ;N (or iM) . This direct approach auto- 
matically leads to what is known as the " combined ratio esti- 
mator " of Y. Other ratio estimators, available in special si- 
tuations, are briefly discussed in section 6. In order to esti- 
mate, then, the denominator ;N (or ,M) by precisely the same 
method used for the numerator ;Y we introduce the " count 
variates " 

if unit is in domain 

[21] 'u o otherwise 

[22] 

The last formula may be compared with one given in the 
2w° edition of Yates' book (Yates 301 formula [9.3.e]) which 
corrects an earlier (faulty) formula given in his edition (Yates 
1949, 202). To make this comparison we use the sample va- 
riance of the units in the stratum and in the domain, we 
write 

= - 1) 

and hence obtain [22] in the form 

-) 
) h -I (in" - 1) is: + iY [23] 

which agrees with Yates' formula [9.3.e]. Our formulas [22] 
and [23] have been proved to be unbiased estimates of the exact 

variance of ;. The second term of [23] which is proportional 
to the s_ quare of the domain total a:, is characteristic of estima- 
tors of totals of a population domain whose size. is unknown and 
this feature will, of course, disappear in the estimation of do- 
main means. 

In Example 3, (two stage sampling with primaries drawn 
p.p.s.) if we assume that an equal take of m secondaries are 
sampled from each primary, formulas [15] and [17] spell out as 
follows : 

(a) The estimate of the domain total.: 

m 

(c) The estimated variance of 

[24] 

[25] 

The interpretation of [24] is simple : The sample domain mean 
estimates the corresponding population mean ; and the 

fraction im /m the corresponding population fraction /M , the 
unbiasedness of the product being assured by [18]. 

[26] 

and these obtain the estimate of the domain size (or ¡M) as 

A A 
i U = Y . [27] 

Provided that ,Ú > o , that is provided there is at least one sam- 
pled unit in the domain, we can then use 

(a) the combined ratio estimator of the domain mean i 
A A A 

= [i8] 

In general this estimator will be biased and conditions as 
to when this bias is negligible are known from the literature 
(see e.g. Cochran, 1953, pp. 114-8). Unbiased ratio estimators 
are briefly discussed in section 6. Standard approximate for- 
mulas (see e.g. Cochran, 1953, pp. 114-120) for the variance and 
estimated variance of the ratio estimator likewise yield 

(b) The approximate variance formula for ;y 

A 
Var Gy) V - iY eu,) [29] 

(c) The approximate estimate of the variance of 

A A 
var Vy) i y (iyi [30] 

The spelling out of these formulas [28], [29] and [30] will show 
that the domain mean is usually estimated by the simple 
sample domain mean ,y. This will certainly be so in Examples 

and 3 as indeed with all self- weighting survey designs. Like- 

wise the estimated variance of y will often simplify: 
In Example we have the following formulas 

(a) 
h 

[31] 

which, in the case of proportional allocation N" /n" = N/n will 
reduce to 

(a) 
A 

iY [32] 

The estimated variance in this example from [30] and [23] is 
given by 

var (,y) = E Nb (N" - n") 
nh (nh 1) [33] 

3. Estimation of domain means, variance formulas and variance 
estimation where = - r) is the sum of squares of deviations of 
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the y in the domain of the stratum about their mean 
and = (nA - the proportion of units sampled outside 
the domain. Formula [33] agrees with Yates' (r953, p. 3o1 
formula [9.3.c]) except that the latter appears to be restricted 
to a proportional allocation of the sample to strata. The for- 
mula for Example (simple sampling) is obtained as a special 
case of [33] when L = and = yielding 

n 

Turning now to the domain means we require an approxi- 
mate expression for the covariance between two ratios y/u and 
x/v : This follows on identical lines as the familiar variance formu- 
las and yields : 

Cov 
( 

- (E (u) E (v))-1 Cov 
E 

x 

[34] The combination of [36] and [39] can be shown to yield 

which is, approximately, equal to the familiar variance of a mean 
of a sample of size in . 

It should be noted that the case of stratified sampling is not 
derivable from the simple sampling case by summation over 
strata since this would only yield the first terms inside the) of 

[33]. The second terms allow for the fact that the strata pro- 
portions /,N for the domain are not known. 

A numerical example : 

We illustrate the above formulas by evaluating and var 
for Example 2 using the data of Table 2 to evaluate an estimate 
of the mean wheat acreage for District j = . 

The NA and are given in the second and last (top entry) 
columns of Table 2 and the 1yh and in the third column. For 
the individual wheat acreage values of the farms in the first 
district reference is made to Yates (r949, p. 154). We compute 

A A A A 
1Y = 3291 , 1U = 583 , = 17.98 , var (1y) 61.52 . 

Finally the spelling out of formulas [3o] and [28] for Exam- 
ple 3 yields 

var 0y) n - 
where = 

[35] 

4. Correlation between the estimates of domain totals and means 
and variances of differences between means 

In the preceding sections we derived formulas for the esti- 
mation of domain totals and means and their variances. We 
now turn to the task of the " comparison " of two estimated do- 
main means, and to this end require estimates of their covariances 
in order to obtain variance estimates for the difference of two 
estimated domain means. 

Again, we first deal with the estimates of domain- totals and 
afterwards with the domain means. It is convenient to write 
all formulas for the comparison of two particular domains which, 
without loss of generality, may be taken as domains j= r and 
j =2. 

The following formulas are obvious by arguments similar to 
those of section 2. 

Var - = V - 
A A 

2 (1Y , 2Y) = V (1)/4 V (2y:) -V - 2y:) 

var (2 -2Y) = - 
A 

2 coy (1 , 2Y) = v v - 

[36] 

[37] 

[38] 

[39] 

Formula [38] gives directly the expression required for estimat- 

ing the variance of the difference between two estimates 1 
and of the two domain totals. Formula L391, however, is 

required for proving that cov (1Y, 2Y) is given by the bilinear 
form in 'the variates and which corresponds to the sym- 
metric quadratic form v (y;) . The same remarks apply to the 
variance formulas [37) and [36]. 

A 
A A 

1.4 1] 

V 

(I - 
The corresponding approximation for the estimated variance 
yields 

A A A A 
var [42] 

where the variables ,y: and ,u: are given by [14] and [26] respec- 

tively, the estimates ,U and ,y by [27] and [28] and the multi - 
variable function v is defined in (3]. This function v will of course 
depend on the particular survey design but there is no difficulty 
in spelling it out in any particular case. We proceed to do so 
for our examples I, anti 3 when v (y:) is given by equations 
(6) and (II) respectively. For example 2, simple stratified sampl- 
ing with varying sampling fractions, we obtain the formula 

A A 

= + 1 2 
A - + 

[43] 

where 

= (NA - 
ah - ' = = I - 

A 
= 

Formula [43] is in agreement with that for coov (1y , ,A y) gi- 
ven by Yates (1953, p. 305, formula 9.3.d) except that the lat- 
ter appears to be restricted to stratified sampling with propor- 
tional allocation. The first two terms in [43] are the within do- 
main within strata components, whilst the last three terms have 
the form of multinomial variances and covariances and allow for 
the fact that the strata proportions ,NA/IN and /(N are un- 
known. These latter terms disappear in the special case of a 
single stratum L = which yields the answer for example r in 
the form 

A A n n 
In 1n 2n [44] 

This expression is approximately equal to /1n) i.e. 
the familiar variance formula for the difference of two means 
based on fixed samples of size 1n and 2n . 

Finally, the spelling out of formula [42] for Example 3 (two 
stage sampling primaries drawn p.p.s. equal take of secondaries) 
yields the surprisingly simple formula 

v -1Y) - 2y) [45] 



In the important case of n = 2 primaries this formula sim- 
plifies further to 

(1y - = 4 [46] 
where 

= + 

Certain special cases of formulas [44] .and [45] were recently ob- 
tained by an independent derivation by L. Kish and Irene Hess 
(1955) 

5. The domain total expressed as a proportion o/ the population 
total. 

In many analytic studies of sample survey data we are in- 
terested in the proportion of a measured characteristic which 
falls into a specified domain. For example in a consumer study 
we may be interested in the proportion of say the total milk con- 
sumption which is attributable to families of a particular inco- 
me group. Or, again, in a soil survey we may be interested in 
the proportion of the total farm land which is of a particular 
soil type. In the preceding sections we have estimated the to- 
tal ;Y of the variate values yi which fall into the domain 

by the estimator ;Y. It is therefore suggested that the propor- 
tion ;Y /Y be estimated by the ratio 

A A 
[47] 

The properties of this ratio estimator can be evaluated by a 
method similar to that used in Section 3: We attach two va- 
riates to each unit in the population viz 
the numerator variable given (by [4] i.e.) by 

y: if the unit belongs to the group 

o otherwise 
[48] 

A A 
and the denominator variable given by . Since ;Y and Y are, 
respectively, the estimates of the population totals for the va- 
riates ;yi and yi the estimator is seen to be the standard (com- 
bined) ratio estimator for ;P = ,Y /Y of the respective popula- 
tion totals. Its variance may therefore be obtained by the 
standard (approximate) formula viz. 

Var = Y-' V (iyi - yi) [49] 

where the variance function V (y) is defined by [2]. Let us spell 
out the general formula [49] for the particular case of a simple 
stratified design and in terms of the notation used in Table 2a 
and that described immediately following Table 2a. We obtain 
the formula 

Var = Y-' - [50] - I) 
where du = -1P yhi and is the stratum mean of the du . 

Yates (1953) p. 304 only discusses this case of a stratified 
sample and offers a formula only for the special case when the 
domains do not cut across the strata. In the general case of 
domains cutting across the strata Yates gives hints for variance 
computation and we have not attempted to identify the result 
of these instructions with our simple formula [50]. 

For the purpose of variance comparison, an alternative form 
of [50] may be more useful. After some algebra we reach the 
formula 

Var ;P2 ;Eh 

1 + iP 
where 

[51] 
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;NA is the number of units in the stratum falling within the 
domain 

is the number of units in the stratum not falling within 
the Ph domain 

is the y -total for the stratum of units in the jib domain 

is the y -total for the hsk stratum of units not in the ja do- 
main. 

So that 
iYhliNh = 

are the corresponding means. 
Further 

JP 

is the sum of squares of deviations of the y values in the 
stratum and domain from their mean and 

JNh 

is the corresponding sum of squares for the y- values in the 
stratum and not in the domain. 
To interpret the three terms in [51] we may write the esti- 

mator in the form 
A A 

[52] 

A A A 
where = Y -;Y is an estimate for the y -total not in the 

domain. It can be shown that the first two terms of [5r] 
are contributed by variation in y- values only, holding the ra- 

tios constant at their expected values . The third 

term allows for the variability in the proportion ,nk and is 
seen to be a binomial type of variance being approximately 
equal to 

Nh 
Nh 

In this equation [53] the term 

JNh ) 

[53] 

is the binomial variance of and the term inside the brack- 
ets 1, is the square of the expected value of the coefficient of 

A A 
in the expansion of the estimator ,Y /Y. 

For the computation of an estimate of variance we, again, 
rely on standard formulas for ratio estimators. The standard 
estimate (not necessarily unbiased) of the variance given by [5r] 
is computed from 

A A 
var = Y-' v - yi) [54] 

where the sample variance function is given by [3]. 
If we spell out this general formula in the particular case 

of a stratified sample we obtain 

" var = (dhi [55] 
h Ink - I) 

where - )'hi and is their stratum sample means 
A A 

and Y is estimate of the population total i.e. Y = E 

and ;p = ;Y /Y the estimate of the proportion. An alternative 
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formula which does not require the computation of the can 
be obtained, after some algebra as follows. 

var - I) 
Y++ 

Here 

[56] 

ink is the number of sampled units in the It's stratum falling with- 
in the domain. 

is the number of sampled units in the stratum not fall- 
ing within the domain. 

is the y -total for the ha stratum of units in the domain. 

is the y -total for the stratum of units not in the do- 
main. 

So that 

= 

are the corresponding means. Further 

is the sum of squares of deviations of the sampled y- values in 
the stratum and domain from their mean and 

is the corresponding sum of squares for the y- values in the 
h'5 stratum and not in the domain. 

6. Domain means adjusted tor concomitant variables. 

We now turn to the analogue to analysis of variance and 
covariance for domain means. First let us briefly recall the 
essentials of " analysis of covariance " as it is practiced with the 
adjustment of (say) two group means from experimental designs. 
It is usually assumed that : 

(a) The true (or population) means for the concomitant 
variable x are identical for the two groups, so that 
any differences in observed x -group means are due to 
sampling. In popular language the failure of this con- 
dition to be satisfied is sometimes described by the warn- 
ing that " Analysis of Covariance should not be misused 
to correct away real treatment differences in the x- 
means." 

(b) The true (or population) regression lines for the two 
groups are parallel. 

Condition (b) is, of course, not essential, but in the situa- 
tions in which it is satisfied (or approximately satisfied) it is al- 
most universally invoked and simplifies the analysis. If condi- 
tion (a) is not satisfied a meaningful generalization of analysis 
of covariance can still be employed if the two population group 
x -means are known, and estimates of the y -group means can 
be obtained as the ordinates of the respective estimated group 
regression lines evaluated at the respective abscissa values ,X. 
Now with situations as are usually encountered in " analytic 
studies " of sample survey data one will hardly ever be able 
to assume identity (or even approximate identity) of the x -do- 
main means ; on the other hand, there are situations when 

these means are known and we shall therefore here attempt to 
develop an analogue to analysis of covariance in this case. 

We therefore deal with the following situation : A sample 
survey provides paired data yi for a sample of n units sam- 
pled from a population of N units. After sampling the n units 
are classified into k domains j= , 2 , ... , k for which the po- 
pulation means ,X are known. It is now required to estimate 
the (unknown) domain y -means utilizing the 

The question then arises as to which estimator of i should 
be used. The regression theory in classical analysis of covariance 
arises as the maximum likelihood estimation and results from 
the assumption of a linear model. Although the validity of such 
a model, even for very large finite populations, will often be in 
doubt, the use of regression estimation may still result in a gain 
of precision. Nevertheless we shall here not employ regression 
estimators. The reason for this is not that we consider regres- 
sion theory inappropriate, but that this theory for finite popu- 
lations requires considerable development before it can be ap- 
plied in the present situation. On the other hand, ratio esti- 
mators are easily adapted to the estimation of domain means 
but in using these we should stress their well known limitation, 
namely, that they are likely to be effective only if the y and /or 
x scales can be so chosen that the population regression will in- 
tersect near the origin. 

If a combined ratio estimator is used to estimate with 
the help of the known x- domain mean the theory is almost 
identical with that developed for the ratio estimation of Section 3, 

the only essential difference is that the concomitant variable x 
will now take the place of the " count variable " of [26]. Ac- 
cordingly we introduce the variate 

xi if unit is in domain 
:xi = 157] 

o otherwise 

and obtain the ratio estimator of i in the form : 

(a) The combined ratio estimator of the domain mean 

A A 
= (iYliX) C5$] 

A 
where the are the fixed and known domain means of x , 

is defined by [i5] and by analogy. 
Employing standard results from the ratio estimator theory 

on similar lines as in section 3 we further obtain 

(b) The approximate variance formula of 

Var = V - 
(c) The approximate estimate of the variance of ,y 

var = - iY 

where the multivariable functions 

and [3] the variates and by 
A 

[15] and [27] and by analogy. 
Formulas [59] and [6o] show the 

[59] 

(6o) 

V and are defined by [2] 
A A 

[14] and [57], 1Y and iU by 

familiar result that the va- 

riance of depends on the residuals - /,X) ix; of a " regres- 
sion " with slope ,Y/iX passing through the origin. For the 
majority of units in the population iy, = ix; = o and no contri- 
bution is made to the residuals ; for the units in the domain 
the above residuals will be small only if the y , x data of this 
dqmain alone satisfy the usual conditions required for the effec- 
tiveness of ratio estimators, namely that the y , x correlation 
should be high and that the y , x regression should intersect 
near the origin. If the latter condition is not satisfied little is 
gained by using regression estimators. For if the y , x data in 
the domain have a regression which does not intersect near 



the origin then the addition of the large number of units (out- 
side the domain) for which ,y; = ;xi =o would generate large 
residuals from the best regression fitted to all N pairs of , ;x; . 

The spelling out of formula (6o) follows on the same lines as 
in section 3. For example (random sampling) we find in ana- 
logy to (34) 

n n 
var -(I N) [6r] 

In a similar manner the formulas for the variance of a dif- 
ference of two ratio estimators can be obtained following on the 
lines of the arguments in section 4. We reach the general for- 
mula r var [62] 

which, in the case of example (simple sampling) spells out as 

var (I 
n - [63] 

where 

--ix; 
7. Unbiased ratio estimators for domain means and exact variance 

formulas. 

In sections 3 -6 we have freely used analogies to the well 
known combined ratio estimators and their approximate variance 
formulas. For a discussion of the magnitude of the bias and 
the precision of the approximate variance formulas we must re- 
fer to the literature. Since there may well be cases in which 
these approximations are too inaccurate we wish to put here on 
record a method which avoids these disadvantages under certain 
circumstances. 

The situations in which our exact formulas will apply are 
characterized by the following conditions : 

(a) The number of units in the domain, ,N , must be 
known. 

(b) Primary sampling units (or, if the design is single 
stage, the sampling units) must have been drawn with replace- 
ments. 

Two remarks concerning these conditions may be pertinent : 

Concerning (b), although there are many surveys in which pri- 
maries are actually drawn with replacement, this condition be- 
comes of little importance when the sampling fraction of pri- 
maries is small as then there is practically no difference be- 
tween drawing with - and drawing without - replacement. 
Small primary sampling fractions are very common in survey 
designs. 

Concerning the very important condition (a), if the ;N are 
known it is of course possible to obtain unbiased estimates of i by dividing the unbiased estimates of the ,Y (developed in 
the preceding sections) by the known ,N. It is, however, well 
known from experience with such estimates that for most sur- 
vey designs and populations they would have large variances. 
Confirmation of this may be sought by comparing for the examp- 

les quoted in the preceding sections ;N -2 Var with Var (;y). 
Roughly speaking the former depends on the variation of - 
totals whilst the latter depends on the variation of ;y - means. 

Turning, therefore, again to the device of ratio estimation 
we will describe first the unbiased ratio estimators for popula- 
tion means translating them into estimators of domain means 
later. 

Let us consider a survey design consisting of L strata 
(h = , 2 ..... L) with population proportions PA and let us assume 
that primaries = r , 2 , us have been drawn with replace- 
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ment from the stratum. Denote by a character + at- 
tached to the unit in the primary of the stratum and 

A 
by the unbiased estimate of A from the primary only. 

The functional form of will depend on the design details. 

Denote by 

and by 

= t-i 

L _ 
yu 

[54] 

[551 

the stratum means of the and the unbiased estimator of . 
Denote further by 

A 
, and the corresponding means 

for a second characteristic x for which the population mean X 
is known and for which we assume that either o or 

= = o 
Introduce now the ratio variates 

A 

A A A 
if > o 

A A r if O 

[56] 

where r is a constant conveniently chosen as discussed below. 
Finally introduce for these ratios the means and as above. 
The survey design can now be thought of as generating in 

each stratum an infinite joint population of ÿ5t, by the 
infinitely repeatable process of 

(a) drawing a single primary in accordance with the design, 

(b) drawing from this primary the prescribed number of 
secondaries, tertiaries . . . in accordance with 
the design, 

(c) 

(d) 

A A A 
computing for the drawn sample, 

replacing all units. 
Following the lines of Hartley -Ross (1954) and Goodman -Hartley 
(1956) we can now construct the following estimators : 

The unbiased ratio estimate of /X 

= + [67] 

The unbiased estimate of : 

ÿ [68] 
where 

(nA - [69] 

is an unbiased estimate, computed from the stratified sample, 

of the population covariance of and defined by 

C E X) [70] 

in which E refers to the infinite populations described above. 
The estimates r' hnd y' as given by [67] and [68] are un- 

biased no matter what value was chosen for the constant r'. 
The choice of r* will, however, affect the variance of these es- 
timates. In the practical situations in which these estimators will 

A A 
be applied the chance of = = o to arise will be very small 
and hence any uncertainty in the choice of r* will have a small 
effect. The best choice is to take r* equal to the best estimate 

4- The notation applies directly to two stage designs, the index denot- 
ing the secondary unit. In three or higher stage designs i must re- 
placed by a multiple subscript. 
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of k available in advance of sampling and must not be altered 
subsequently. 

In order to apply these results to the estimation of the j" 
domain mean we must use for the numerator variable 

y if the hti unit is in the domain 
= 

0 otherwise 

and for the denominator the count variable 

if the hti unit is in the domain 
= 

O otherwise 

and substitute these in [66], [67] and [69]. It will be seen that 
for all selfweighting designs the leading term of [57] will be 
of the form 

= 

where is defined, as before, as the y- mean of the units (if any) 
in the domain of the primary of the ht" stratum and by r* 

if there are no such units. The condition mentioned above, 
A A 

that the chance of "t = = o should be small means that 
the present method of estimation should only be used if there 
is a reasonable chance that all domains are represented in the 
sample from each primary. 

The unbiased estimation of ,Y utilizing the knowledge of 

the domain mean of a concomitant variable will be based 
on [68] when it should be noted that y' will estimate ,N, /N , 

thai X will be /N so that the estimator of , will be 

N 
i 

where is computed from [69] using the variates jxkti and 

the ratios In this case, therefore, both and must 
be known. 

The exact variance formulas for both r' and y' have recent- 
ly been derived by Goodman -Hartley in the special case of 
simple sampling from one stratum (L = r). Their results indi- 
cate that the variance of y' is of a similar order of magnitude 
(sometimes larger, sometimes smaller) than that of the combined 
ratio estimator. For the stratified case results are not as yet 
available. 

8. Inferences based on the variance formulas. 

Two questions concerning inferences arise : 

The variance formulas of the preceding sections are based 
on finite population sampling and, in particular, have the 
property to become zero when sampling is loo %. The obvious 

logic of this property is that when all units of the population are 
sampled all means of all domains in such a population are known 
without error so that all non -zero contrasts between domain 
means are " significant ". It must not be forgotten, however, 
that such inferences can only apply to the particular finite po- 
pulation under investigation and are not of any wider signifi- 
cance. For instance, in the example of Table 3, had the popu- 
lation of Des Moines been sampled roo % definite statements 
about differences in the number of persons / household of dif- 
ferent Income Groups could have been made " without error " 
but such inferences would then only apply to the City of Des 
Moines at the time of the survey. If data from such a survey 
are to be used for (say) comparing " Income Groups " in " Cities 
like Des Moines " in " times like the present " in a more general 
sense, the finite population sampling theory must not be used. 
Whether the survey sample can be (artificially) regarded as one 
drawn from a wider populaton (in space or time) is a matter 
requiring special investigation and the onus of such an investiga- 
tion falls upon those wishing to draw such wide inferences. 

A second question concerns inferences to be drawn for the 
domains of the particular finite population for which the survey 
was planned : 

In the preceding sections we have given estimates of do- 
main means, their variances and estimates of these variances. 
We have also given variance formulas and estimates for the dif- 
ferences between estimated domain means. The question arises 
as to how these variance estimates are to be used for inferences 
to be drawn from the data. Even if it is not intended to carry 
out "tests of significance" there would remain the question of 
the computation of confidence intervals for the domain means 
and their contrasts. This question is, of course, not confined 
to the present issues but is an ever present difficulty in the theory 
of sample surveys. The customary procedure here is to employ 
normal theory approximations and to appeal to the respective 
central limit theorems for finite populations and to the relatively 
large sample sizes which are available in these situations. The 
results which are available on these problems are very restricted 
and require development and it is clearly not possible in this 
context to dwell upon this issue of much wider impact. 
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